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Abstract. The Internet of Things (IoT) is on the rise. Today, vari-
ous IoT platforms are already available, giving access to myriads of
things. Initiatives such as BIG IoT are bringing those IoT platforms
together in order to form ecosystems. Such IoT ecosystems facilitate
cross-platform and cross-domain application developments and establish
centralized marketplaces to allow resource monetization. This combina-
tion of multi-platform applications, heterogeneity of the IoT, as well as
enabling marketing and accounting of resources results in crucial chal-
lenges for security and privacy. Hence, this article analyses the require-
ments for security in IoT ecosystems and outlines solutions followed in
the BIG IoT project to tackle those challenges. Concrete analysis of an
IoT use case covering aspects such as public, private transportation, and
smart parking is also presented.
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1 Introduction

In the past years, the Internet of Things (IoT) has largely expanded and the
number of IoT devices is evermore increasing. Today, IoT use cases span over
a wide variety of application domains, ranging from smart homes over e-health
systems to industrial environments. Things used in such applications are made
available through IoT platforms. These platforms can be located on the device,
fog, or cloud level.

A multitude of such platforms exists today. In order to enable cross-platform
and even cross-domain application development, different initiatives are deter-
mined to form IoT ecosystems. An example for this is BIG IoT5 [6]. The BIG IoT
project comprises overall 8 IoT platforms and is ready to grow beyond them. To
ignite such an IoT ecosystem, BIG IoT focuses on establishing interoperability
across platforms.

BIG IoT has two main objectives. The first one is defining a shared inter-
face, i.e., the so-called BIG IoT API comprising common functionalities such

5 http://big-iot.eu



as discovery, access, and event handling. This API needs to be supported by
all participating platforms, often in addition to their existing proprietary inter-
face, as illustrated in Figure 1. The second objective is establishing a centralized
marketplace where platforms as well as value-adding services can be registered,
searched, and subscribed for by applications. In the BIG IoT project, these tech-
nologies are deployed in multiple pilot scenarios and involving various IoT plat-
forms, services, and applications from the Smart Cities domain. We will provide
an example of these scenarios in Sec. 4.

Fig. 1. The BIG IoT approach for building an ecosystem of IoT platforms.

Besides the evident benefits that can be achieved by such IoT ecosystems,
there are crucial challenges to deal with. In particular, new security threats
must be addressed to allow the continued growth of such ecosystems. Frequently,
sensitive data are stored, sent, or received by IoT platforms. Thus, security
mechanisms are needed to protect these data from unauthorized access. Consider
a patient who is wearing a glucose sensor that transmits its results to the IoT
platform of a medical centre. Security vulnerabilities may allow other entities to
misuse this information or even put at risk the physical safety of the patient if
these data are forged.

Dealing with IoT security risks is challenging and can be more complex than
in conventional networks, particularly for companies entering IoT ecosystems
without any experience in the security field. Moreover, as new security vulnera-
bilities may be discovered over time, there is a need for updating IoT platforms
on a regular basis. This might be hard to achieve in some cases either due to the
simplicity of some device-level IoT platforms, or due to the lack of awareness of
users or platform admins that forget or just skip updates. Finally, it may happen



that some IoT platform manufacturers decide not to provide ongoing support
nor security updates in order to reduce costs.

Last, but not least, privacy must be a mandatory concern. A privacy analysis
should find an appropriate answer to the question: do the collected data allow
drawing conclusions on individual human beings or onto small, specific groups
of human beings? Note that such conclusions may be drawn by an unauthorized
eavesdropper, and then this discussion is overlapping with confidentiality.

The purpose of this article is to outline current discussion, analysis, and
specific actions with regard to security and privacy in IoT ecosystems, and par-
ticularly to the BIG IoT realization of such an ecosystem. Requirements and
best practices presented here will help to secure all the assets of the BIG IoT
ecosystem and to prevent abuse of sensitive data.

The rest of this document is structured as follows. Sec. 2 presents a set of
security requirements for the BIG IoT as well as current discussion and actions
in order to address them. Sec. 3 outlines privacy recommendations for the IoT
ecosystem. Next, in Sec. 4 a BIG IoT use case example is presented and analysed
from the point of view of security and privacy. Finally, Sec. 4 provides with the
conclusions of this work.

2 Securing an IoT Ecosystem

The BIG IoT marketplace, the common API, and all the platforms/services/ap-
plications in the ecosystem must comply with a set of security requirements.
After an analysis of the BIG IoT needs, seven security requirements were identi-
fied, which are presented in Sec. 2.1. Moreover, in order to face these risks, some
solutions were already discussed (see Sec. 2.2).

2.1 Requirements

1. End-to-end security. IoT communications typically spread over several
nodes and technologies. In particular, BIG IoT is not another IoT plat-
form, it is a framework for a heterogeneous set of platforms, services, and
applications. A possible solution to provide security would be to leave the
mechanisms already in use for each platform, and then to define adaptation
policies of these mechanisms in the boundary points of platforms. The def-
inition of these “low-level” relationships would highly increase complexity
and hence should be avoided. The solution adopted in BIG IoT is to provide
security at the API level, because it is common for all platforms. So, there
is no need to adapt protection mechanisms between platforms, as the API is
end-to-end by nature and assures that security remains transport agnostic.

2. “Batteries included but swappable”6. BIG IoT has to be designed to
be capable of ageing in place while still addressing evolving risks [20]. There
may appear new attacks, crypto systems, counter measures, techniques, and

6 https://blog.docker.com/2016/03/docker-networking-design-philosophy/
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topologies, but the IoT system must be capable of dealing with these emerg-
ing concerns long after the system was deployed. Consequently, BIG IoT
must ship a default but swappable security implementation, not hard-coded
to specific security protocols/systems.

3. Flexible authentication/authorization. The authentication and autho-
rization systems used in the BIG IoT ecosystem must ease the management
of identities and permissions. Features like single sign on and authentica-
tion without intervention of the BIG IoT auth manager are key. Therefore
decentralized, federated or delegated authentication must be supported.

4. Ownership transfer. BIG IoT should support safe transfer of ownership,
even if a component is sold or transferred to a competitor; something that
often happens during the lifespan of IoT nodes/components.

5. Accounting and charging. The BIG IoT must implement a secure ac-
counting of resources consumption. This accounting must generate enough
charging data, typically in the form of a Charging Data Record (CDR), so
that the desired charging policies can be enforced. As a result of a charging
policy, a billing system may be necessary to generate invoices for service
consumers. All these systems must be flexible enough to implement different
business models and monetization strategies of services that can be imple-
mented in the BIG IoT ecosystem. The BIG IoT marketplace must support
offline and online charging and billing.

6. Continuous security. The BIG IoT system should be ready to respond
to hostile participants, compromised nodes, and any other adverse event.
Therefore, it is necessary to implement mechanisms and/or tools to re-issue
credentials, exclude participants, distribute security patches, updates, swap
algorithms, or protocols, etc.

7. Secure development. Security must be a key part during the design phase
of every BIG IoT software, but a secure design would be useless if develop-
ment errors open unexpected attacks and/or vulnerabilities. Using a Secure
Software Development Life Cycle (S-SDLC) and secure Source Code Analy-
sis (SCA) would help developers to build more secure software and address
security compliance requirements.

2.2 Addressing the Security Requirements in BIG IoT

Even though many strategies or decisions are still to be taken, some actions have
already been adopted in order to address the above requirements.

Requirement 1 is directly meet as the BIG IoT API is an HTTP(s) based API,
and so it is end-to-end by design. Moreover, in order to comply with Requirement
2, the API should be flexible enough to handle any protocol and/or content.
BIG IoT handles this by defining a very generic API; semantic annotations of
the syntactic descriptions of each registered service and platform are then used
to clarify the details on how to establish communication with these components.

Requirement 3 states that there is a need of providing flexible authentica-
tion in the IoT ecosystem. I.e., BIG IoT must implement an authentication and



authorization system to be shared by participating platforms, services, appli-
cations, and end-users. Moreover, BIG IoT has to be able to work even when
the authentication managers are not available. To solve this, BIG IoT uses an
approach that is similar to the ones used by other widely-known IoT initiatives
(e.g., [2]): signed manifests or tokens. A client presents a signed manifest to a
server to demonstrate that it is able to perform a given action on a given asset.
When the server receives the signed manifest, it can trust the contents because
the manifest is signed by a common centre of trust.

Many state-of-the-art technologies have already dealt with the fact of using
such signed manifests. Most solutions for the Web use JSON, CBOR, or XML
encodings and rely on JSON Web Encryption (JWE) [10], JSON Web Signa-
ture (JWS) [9], XML Encryption (XML-Enc) [8], or XML Signature (XML-Sig)
[4]. Obviously, one can decide to design a custom solution from scratch, which
may seem at-a-glance a better suited solution. However, experience tells us that
security protocols are subtle and often tricky. Consequently, BIG IoT position
is to adopt existing, already tested, security technologies. The specific set of
solutions is still to be decided though. Given that the BIG IoT API relies on
HTTP REST, potential candidates are SAML [1], Oauth 1 [21], OAuth 2 [22], or
OpenID Connect [7] (built upon OAuth 2), supporting delegated authorization
and authentication/identification.

Requirement 4 must also be considered in the choice of the previous bottom-
technology. The authentication/authorization system has to be defined with fo-
cus on easy management of identities and permissions, easing actions that are
quite common in the IoT. This includes safe transfer of resources’ ownership and
quick response to dynamic topologies with frequent admissions and withdrawals.

Requirement 5 states that an appropriate accounting is key to develop charg-
ing/billing systems, both offline or online. An offline charging system just stores
a CDR containing the relevant accounting and charging information (starting
and ending time, data used, bandwidth, etc). Then, the user is charged after
resources have been used. In general, users being charged offline provide a bank
account to pay the corresponding bill. On the contrary, when using online charg-
ing, the user typically buys a prepaid amount of credit. In this case, the charging
system has to monitor online the resources consumption and then, needs to stop
(or constrain) the service when the credit limit is reached. In both approaches
(offline and online), it should be desirable to have non-repudiation proofs for
both, the users and the marketplace to be able to verify consumptions, bills, etc.
and to solve possible inconsistencies.

Requirement 6 forces the marketplace to host a secure repository where to
securely download software and software updates/patches. This is a challenge
that has often been addressed in the past and present. Experience here says that,
apart from security, success depends on the ease of use for both end users and
developers. The app stores of Apple, Google and Amazon are good examples,
even though more generic solutions (e.g., Debian’s APT or RedHat’s YUM) may
better suit the BIG IoT case.



Requirement 7 makes mandatory the use of S-SDLC. To accomplish this,
BIG IoT developers have to make use of the best practices for secure software
development set up by the Open Web Applications Security Project (OWASP)
[13]. First, the organization itself has to fulfill security related activities and soft-
ware security practices, which are described in the OWASP Software Assurance
Maturity Model (SAMM) [19] framework. Second, the applications have to meet
requirements based on the OWASP Application Security Verification Standard
(ASVS) [14]. Third, the application source code has to be analyzed according the
OWASP secure source code analysis (SCA) guidelines [15]. And finally the appli-
cation will be tested for vulnerabilities and design flaws according the OWASP
testing guidelines [16].

The OWASP SAMM framework builds the foundation of a secure develop-
ment environment and organization. The BIG IoT development organization
shall follow the twelve security practices and carry out the activities listed there
at least to maturity level 2 but the ultimate goal should be to incorporate also
the level 3 activities.

BIG IoT engineers currently lean towards the OWASP ASVS to define the
security requirements for the applications and services. This standard (in its cur-
rent version) defines 19 verification requirements. All these requirements have
three security verification levels, with each level increasing in depth: ASVS Level
1 “Opportunistic” is meant for all software and its compliance adequately de-
fends against application security vulnerabilities that are easy to discover; ASVS
Level 2 “Standard” is meant for applications that contain sensitive data, such
as business-to-business transactions, including those that process health-care in-
formation, implement business-critical or sensitive functions, or process other
sensitive assets; and ASVS Level 3 “Advanced” is meant for the most critical
applications, that is, applications that perform high value transactions, con-
tain sensitive medical data, or any application that requires the highest level of
trust. Responsibilities include controls for ensuring confidentiality (e.g. encryp-
tion), integrity (e.g. transactions, input validation), availability (e.g. handling
load gracefully), authentication (including between systems), non-repudiation,
authorization, and auditing (logging). Each ASVS level contains a list of security
requirements, and each of these requirements can also be mapped to security-
specific features and capabilities that must be built into software by developers.
For BIG IoT, developers should (at least) follow the ASVS level 2 requirements,
and they could complete these with level 3 requirements according to the appro-
priate criticality.

The task of SCA for the BIG IoT software will be based on the recommen-
dations listed in the OWASP SCA guidelines. The Second Edition of the Code
Review Guide has been developed to advise software developers on the best
practices in secure code review, and how it can be used within a S-SDLC. The
SCA for the BIG IoT software should be done for all code by means of source
code analysis tools, specialized on finding security related bugs. Also, all critical
software parts will be manually reviewed.



Security testing of BIG IoT applications and web services will be based on
the OWASP testing guidelines. The testing shall be performed manually by
skilled penetration testers, but supported by a wide variety of automated tools.
In the design phase, developers should use automated tools for as much testing
as possible, executing unit and integration tests for specific and relevant fuzz
and abuse cases.

3 Best Practices for Privacy in IoT Ecosystems

Igniting an IoT ecosystem through the BIG IoT technology stack involves han-
dling big data. Often these data contain sensitive information and therefore
their use could be a threat to users’ privacy. The FTC published in 2015 a guide
containing best practices for privacy in IoT [18] that is summarized with the fol-
lowing statement: while flexibility in terms of data gathering is key to innovate
around new uses of data, the amount of data storage should be balanced with
the interests in limiting the privacy and data security risks to consumers.

These recommendations are useful and valid in the European scope. However,
they are rather generic and they should be always complemented with a specific
analysis of every use case (an example is provided in Sec. 4). In the following,
we provide the main ideas behind the FTC recommendations.

3.1 Data Minimisation

Data minimisation is a long-standing principle of privacy protection that means
that a data controller should limit the collection of personal information to what
is directly relevant and necessary to accomplish a specific purpose. Since users’
privacy is (or it should be) key for a wide adoption of the IoT, data minimisation
is key to fostering the IoT ecosystem. Indeed, data minimisation can help guard
against two privacy-related risks.

First, storing huge volumes of data increases the likelihood of receiving a
data breach since the is more potential harm derived from such an event.

Second, collecting and storing large amounts of data also increases the risk
that the data will be used in a way that departs from consumers’ reasonable
expectations.

To minimise these risks, organizations should develop data minimisation poli-
cies and practices providing answers to questions like what types of data it is
collecting, to what end, and how long it should be stored. Such an exercise is
part of a privacy-by-design approach and helps ensure that a company is sensitive
with data collection practices.

In the EU, the data minimisation principle derives from Article 6.1(b) and
(c) of Directive 95/46/EC [12] and Article 4.1(b) and (c) of Regulation EC (No)
45/2001 [11], which state that personal data must be “collected for specified,
explicit and legitimate purposes” and it must be “adequate, relevant and not
excessive in relation to the purposes for which they are collected and/or further
processed”.



When a company needs to gather and store sensitive data with a business
purpose, it should consider whether it can do so with a deidentified data set.
Deidentified data can reduce potential consumer harm while still promoting ben-
eficial societal uses of the information.

A key to effective de-identification is to ensure that the data cannot be rea-
sonably re-identified even with external cross sources. This usually requires re-
moving identifiers or pseudo-identifiers. Although, at first glance it seems quite
affordable, recognizing non-evident identifiers is quite a challenge that often has
to be faced in a manual specific manner.

In BIG IoT, for every specific use case, an analysis of potential identifiers
among the data and/or metadata stored/exchanged is being performed. Data
minimisation is encouraged specially for the BIG IoT platforms and should ac-
count for cross data not only from other BIG IoT platform/services, but also
from any other external source.

Notice that there is a common misconception about the added costs for data
minimisation. Enhancing privacy by means of data minimisation techniques does
not necessarily imply added costs. Indeed, data minimisation reduces the sensi-
tiveness of data and hence lower security would be required. As a consequence,
for instance, in BIG IoT, important saving can be obtained in development costs
due to a reduced ASVS level compliance.

3.2 Strong Accountability

As aforementioned, de-identified data sets can reduce many privacy risks. How-
ever, there is always a chance that supposedly deidentified data could be reiden-
tified; especially because of the technology advances. For this reason, companies
should have accountability mechanisms in place. In this context, the FTC has
stated that companies stating that they maintain deidentified or anonymous
data must meet three actions: (1) take reasonable steps to de-identify data, in-
cluding by keeping up with technological developments; (2) publicly commit not
to re-identify the data; and (3) have enforceable contracts in place with any third
parties with whom they share the data, requiring the third parties to commit
not to reidentify the data. This approach ensures that if the data are reidentified
in the future, regulators can hold the company responsible.

Consequently, BIG IoT platforms, services, and applications should provide
proper accounting mechanisms to securely log any action by any actor dealing
with sensitive data.

3.3 Transparency and Easy Access

The centrepiece legislation at EU level in the field of data protection is the “Data
Protection Directive” [12] which is implemented in EU Member States through
national laws. This directive aims to protect the rights and freedoms of persons
with respect to the processing of personal data by laying down guidelines that
determine when the processing is lawful. The guidelines mainly relate to the
quality of the data, the legitimacy of the processing, the processing of special



categories of data, information to be given to the data subject, the data sub-
ject’s right of access to data, the right to object to the processing of data, the
confidentiality and security of processing and the notification of the processing
to a supervisory authority. The Directive also sets out principles for the transfer
of personal data to third countries and provides for the establishment of data
protection authorities in each EU Member State.

Fig. 2. Privacy Icons Proposal by Aza Raskin [17]

In general, the conclusion is that EU’s individuals need better information
on data protection policies and about what happens to their data when it is
processed by online services. As a result, the EU will require European orga-
nizations to publish transparent and easily accessible data protection policies.
In this context, simple icons on websites and applications could explain how,
by whom and under whose responsibility personal data will be processed. As a
consequence, users are better informed about how and if their personal data is
being exploited. To better picture this fact, Fig. 2 shows a set of privacy icons
proposed by Aza Raskin [17]. BIG IoT applications should use similar icons (or
even those) to clearly show end users how their data are being processed.

4 Use Case Example: Smart Transportation Assistant

In this section we describe the use case of a transportation assistant in context
of BIG IoT and analyze and discuss its security and privacy aspects.



In this case, a subscriber of the app is at home and she wants to go to a
specific place. The BIG IoT app allows her to be assisted in this decision by
providing information about private and public transportation.

Regarding private transportation, she can receive information about current
traffic conditions. If she decides to use her private vehicle, she is assisted with
navigation information while driving and is also assisted in finding available
parking spots.

Regarding public transportation, the app can suggest several possible ways
of transportation as an alternative to using the private vehicle. For instance, the
app allows the user to select a bus line of interest. From this she can see live
information about the next bus arriving at the selected stop. This information
includes indications of where the bus is located currently, if the bus is delayed,
the number of people on the bus, and a forecast of the number of people on the
bus when it reaches her stop. Based on this information, she can choose if she
takes this bus or if she should switch to take another line, a later bus, or another
mode of transportation. She can also choose to see historical information about
the number of people on the bus based on location and time of day. This will
allow her to plan ahead, i.e. if she wants to avoid overfilled buses she can see at
which times of the day the buses are less loaded.

We would like to mention that the previous use case is in fact implemented in
two different pilots of the BIG IoT project. One pilot (mainly focused on private
transportation) is going to be deployed in Barcelona and the other one (mainly
focused in public transportation) is going to be deployed in Wolfsburg.

App

TMSPAS

TMBS

LBLS

PDES

Location

People dens. Est.

Bus routes

Avg speeds, travel times...

Position,
speed

Parking spots

Fig. 3. Usecase: a transportation assistant in the BIG ecosystem

Finally, it is important to notice that from the users point of view, all the
functionality is accessed with a single smartphone app; however, behind the
scenes this app is consuming data from several services, which in turn consume
data provided by physical sensors operated by different platforms. A complete
picture is presented in Fig. 3.



Services are an important abstraction layer in BIG IoT because they allow
code re-utilization and simplify the process of building BIG IoT applications.
For example, a service can aggregate data acquired from different platforms and
then, present a unified dataset to apps. Another service could manage the history
of data, allowing the user to access to past data (data not currently available in
the source platform). Another service could create forecasts from data (acquiring
data from a platform or from another service). Finally, another interesting use
could be a service that anonymises an underlying dataset. This could allow lower
levels of ASVS security in the upper layer (app). In the next sections we describe
the involved BIG IoT components and discuss their security and privacy aspects.

Platform 1: Bitcarrier’s WiFi/Bluetooth antennas [23]

This platform is fed by data gathered by WiFi/Bluetooth antennas placed at sev-
eral street crosses. The technology detects vehicles/users by their unique MAC
addresses and provides average travel times, speed, and even street congestion.

MAC addresses are very sensitive data, which could be used to track or pro-
file vehicles’ (and even users’) habits. This potential privacy invasion should
be avoided. To do so, all the parties involved have to agree the necessary le-
gal contracts in which they accept to properly use the data stored/exchanged.
Also, these data must be appropriately secured/anonymised to avoid any kind
of leakage (mistakenly or on purpose).

Under this assumption, BIG IoT approach is to immediately anonymise
unique addresses using a one way cryptographic-hash function. This function
uses as inputs: (1) the address to be anonymised and (2) a key. This key is up-
dated periodically, e.g. ranging from minutes to days. In this manner, one device
cannot be tracked for more than a period. How often the key is updated is part
of the privacy policy.

The use of cryptographic hash functions allows anonymising the data while
keeping a trapdoor that could be used to re-identify vehicles/users. The platform
operator must keep secret the temporal keys used to anonymise the identifiers.
However, operators may be forced to disclose these keys under some circum-
stances, e.g. a law enforcement requirement when a legal process is followed.

From the above reasoning, this platform should comply at least with recom-
mended baseline ASVS level 2 “standard”. In addition, the management of the
anonymisation keys should comply with ASVS level 3 “advanced”, as it may
allow an attacker to identify/track users and/or vehicles.

Platform 2: SEAT’s cars

SEAT has put several cars with integrated sensors at BIG IoT disposal. These
cars send their current position and speed. Providing these data may allow to
track a vehicle and thus can be considered a threat to privacy.

Same reasoning as for the platform 1 is applied: if identifiers cannot be re-
moved from provided data, at least they must be properly anonymised, e.g. with



a cryptographic hash function. Therefore, the same ASVS security requirements
apply for both Bitcarrier’s platform and SEAT cars; that is, cars should comply
at least with standard ASVS level 2, but the key manager (if needed) would
require ASVS level 3.

Platform 3: Fastprk’s on-street parking spot status [24]

This platform can provide individual status of parking spots over a predefined
monitored area. For instance, for the BIG IoT Barcelona use cases, this platform
currently offers status information for 600 on-street parking spots. This kind of
data entails specific privacy risks due to correlation with other sources: if an
attacker knows where someone has parked their car, it can monitor when he/she
leaves by checking the spot status.

Obviously, a straightforward countermeasure would be, e.g., to provide free
spots in a given street segment (a virtual lot). This approach will guarantee
k-anonymity (a given individual cannot be differentiated from another k − 1)
of monitored vehicles/users with k being the number of vehicles parked on the
same segment. The greater the segments are, the more anonymous the service
is, but the PAS will provide less specific, potentially less useful, information.

Intuitively, it seems that obtaining the exact free parking spot position or
the segment where there is one (or more) free parking spots is likely to be
equally useful for the end user; although looking for the appropriate trade-off
between privacy and usability requires further technical discussion and studies of
real users’ needs. While some applications/services may allow different per-user
degrees of privacy, this is not the case for this scenario. Therefore, testing user
feedback about the suitability (or not) of just providing free spots on the street
without their specific location cannot be done on an individual basis; it should
be a global approach with, e.g., a pilot project.

Since the data stored by the platform can be somehow used to track/monitor
end users, we recommend securing this BIG IoT platform following ASVS ver-
ification level 2. However, if the platform just stores and provides free parking
spots in a predefined segment/lot, ASVS verification level 1 could be considered.

Platform 4: Wifi probe catching sensors on buses

Wifi probe catching sensors are sensors placed on buses that collect wifi probe
requests, which contain MAC addresses, emitted from users wifi enabled devices.

Since the MAC addresses are unique, they must be anonymised in the same
way as it is done for platform 1. Indeed, the operation of this platform is very
similar to the operation of platform 1 and therefore the same security and privacy
recommendations apply.

Platform 5: Location sensors on bus

These sensors, placed in buses, provide location data and timestamps. The col-
lected data is not stored at the sensor, as an outdated location would not be



of much use. Since positions of public buses is not private, no specific privacy
actions has to be taken. The software development has to comply with standard
ASVS level 2 and, if properly justified, even with ASVS level 1.

Service 1: Traffic monitoring service (TMS)

This service is providing routes of cars to destinations based on current traf-
fic conditions. With such a purpose, in this use case, the TMS consumes data
provided by platforms 1 and 2 as well as a city map.

Assuming that data provided by platforms 1 and 2 is anonymised, no specific
requirements in terms of privacy are required. Regarding security, the software
development has to comply with standard ASVS level 2 and, if properly justified,
even with ASVS level 1.

Service 2: Parking availability service (PAS)

In this use case, the PAS is fed with on-street parking spot status provided by
platform 3. In addition, the PAS may store statistics/historic of parking spot
status and therefore the same privacy recommendations as for the Fastprk’s
platform applies here. Both the service and their connections must be protected
with ASVS level 2 or ASVS level 1 if an acceptable level of k-anonymity is
provided.

Service 3: External TMB bus routing data service (TMBS)

Transports Metropolitans de Barcelona (TMB) is the main public transport op-
erator in the Barcelona metropolitan area. It already has an open data API [3]
where to obtain routes to destinations with different public transports: trains,
metro, buses.

The TMBS makes the TMB API in the BIG IoT ecosystem. Since all the data
involved in the service are public, no specific requirements in terms of privacy are
required. Regarding security, unless properly justified, the software development
has to comply with standard ASVS level 2.

Service 4: People density estimation on bus service (PDES)

The PEDS consumes data from the Wifi probe catching sensors and it provides
information about the number of people on buses to Public transport load appli-
cation. The provided data consists of a bus id, estimation of number of people,
accuracy indicator and timestamp. The provided data is stored for a fixed dura-
tion at the service, meaning that detailed load information on a specific bus can
be requested within this duration. After the duration the data is minimised, such
that only more general historic information is stored at the service, which is also
made available to apps and services. It is recommended that the service complies
with ASVS level 2, but it could even be ASVS level 1 as no user specific data is
handled. However, to protect the business case of the service, i.e. to control who
has access to the data and can use it, ASVS level 2 is recommended.



Service 5: Live bus location service (LBLS)

This service consumes data from the location sensors on buses and provides
information to Live bus location app. The provided data consists of sensor ID,
location, and timestamp. The data is stored at the service for a short fixed time
duration, after which it is deleted. The service does not handle any user specific
data but more publicly available information, why it is recommended to comply
with ASVS level 1.

Smartphone App for Enduser

The App consumes data provided by the 5 services. Assuming that all the secu-
rity and privacy recommendations have been followed by services and platforms,
the user’s privacy is carefully respected. Regarding secure development, apps
should follow standard ASVS level 2.

Conclusions & Outlook

Nowadays, a plethora of IoT platforms and solutions exist, but yet no large-scale
and cross-platform IoT ecosystems have been developed. This is mainly due to
the fragmentation of IoT platforms and interfaces, as this variety results in high
market entry barriers. The BIG IoT project aims at establishing interoperability
across platforms in order to ignite an IoT ecosystem. Core technological pillars
of BIG IoT are a common API as well as a marketplace for all participants of
the IoT ecosystem, including devices, end-users, and service providers. Key to
its success is to define appropriate levels of security and privacy.

Regarding security, in this paper we have identified seven requirements to
be followed when creating and/or deploying BIG IoT components. Such require-
ments affect the design of the BIG IoT API and the marketplace, as well as any
software in the BIG IoT ecosystem. Following this analysis, we have outlined
how these requirements will affect the architectural approach of BIG IoT.

Regarding privacy, we have proposed three recommendations that need to
be followed by any IoT ecosystem participant: 1) data minimisation, i.e., that
a data controller should limit the collection of personal information to what
is directly relevant and necessary to accomplish a specified purpose; 2) strong
accountability, i.e., to provide mechanisms to securely log any action by any
actor dealing with sensitive data; and 3) transparency and easy access, i.e., any
data controller should publish transparent and easily accessible data protection
policies that clearly show how their data is being processed to the end users.
Notice that protecting users’ privacy does not necessarily imply added costs. In
fact, storing anonymised data can help in saving development and operational
costs due to a reduced ASVS level compliance.

Finally, we introduce a use case, and we have analysed it from the perspective
of security and privacy. This use case presents an application that helps a user
to get to a destination and to easily find nearby parking spots, as well as propose



alternative routes by public bus. This use case is being implemented in two pilots
of the BIG IoT project, in Barcelona and Berlin/Wolfsburg.

In the future, our research will built up on the recommendations laid out in
this article. By implementing various services and applications in the pilots of
the BIG IoT project, which all need to follow the security and privacy frame-
work outlined here, we will be able to evaluate our recommendations in terms
of feasibility, practicability, and thoroughness. This will lead to sharpened and
proven guidelines for the creation of IoT ecosystems in general, which we aim to
contribute to our on-going engagement with standardization at W3C’s Web of
Things group7.

Beyond the work on security and privacy best practices, we will focus our
research agenda towards combining IoT security solutions with Semantic Web
[5] technologies. The already available semantic descriptions of services and plat-
forms in the BIG IoT project will enable us to develop ontologies that describe
different security aspects. This will allow us to automate the selection of reason-
able security measures and options per IoT ecosystem participant.
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